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• Review X-Stack Portfolio
– Projects presentations
– Discussions on current progress and  expected results : components of the software stack

• Review X-Stack Coordination
– Simulation Modeling projects: DMD(SST), CoDEX, and Blackcomb (Hardware Architecture Nexus)
– Abstract Machine Model and Proxy Architectures: Computing Architecture Laboratory (CAL) project, 

Hardware Architecture Nexus
– Operating Systems and Runtime software projects: ARGO, HOBBES, X-ARCC
– Application use cases for  DSLs and runtime systems  approaches
– Runtime Systems projects funded by other agencies

• Present the Modelado Foundation
– Open source model for the software stack community
– Collect community input on the model

• Review Vision for the Software Stack
– Share Runtime Systems summit results , collect community input for a report
– Share Programming Models vision, collect community input for a report
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Coordinating Projects

X-Stack Kickoff Meeting 5

XPRESS: Sandia 

Traleika Glacier:Intel

DEGAS: LBNL

D-TEC: LLNL and MIT
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X-Tune: U. Utah
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GVR: U. Chicago
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ARES: LANL, ORNL

BSM

Vancouver: ORNL

ECRP Projects
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Vision in Progress

• Programming Models Summit
• Runtime Systems Summit
• Collect community Input -> refine vision

– Migration path
• how do we take care of apps  developed using current 

programming models (e.g. MPI+OpenMP)
– Exascale Application Development
– Beyond Exascale Application Development

• Map current research to the vision for these three 
paths

• Generate a Programming Models Report and a 
Runtime Systems Report by October 2014



Exascale Application Development

Application models

Specify discretizations of models

Specify Parallel algorithms for 
evaluating discretizations

Develop machine-independent 
code, using libraries/frameworks

Manual code tuning for specific 
platform

Automated code 
tuning/compiler/runtime 
optimizations  

Refinement loops

e.g., Continuous 
equations, Monte Carlo 
models

domain
scientists e.g, Discrete equations

domain scientists and 
computational 
scientists e.g., DSLs, 

diagrams/equations for 
data and control 
dependencies

computational scientists and 
computer scientists

Auto-tuning and optimization 
system

computer scientists 
and software engineers

e.g., DSLs, HLLs 

software and systems 
engineers

e.g., specifying  data 
and computation 
mappings, data 
movement, 
resilience


