
Figure 4: SemCache++ Computation scheduling

As in Song et al., the computation is scheduled by (conceptually)
distributing C’s submatrices to the N GPUs by dividing the grid of
submatrices evenly by rows. Tasks that compute each submatrix of
C are then scheduled on the appropriate GPU. Independent tasks
are assigned to different streams on the GPU, allowing the compu-
tation of one C submatrix to be overlapped with communicating
the operands from B for the next task. Figure 4 shows how this
pipelining can hide communication overheads.

Note that once the computation is completed, each GPU holds a
row of A’s submatrices and all of B. These submatrices remain on
the GPUs until another device wants the data. If subsequent calls
use the same matrices, mapping tasks to the appropriate GPUs can
avoid communication.

For less compute intensive BLAS routines like level 1 and 2, a
simple decomposition can be used. Each matrix can be split by
rows into multiple sub-matrices. The number of sub-matrices is
equal to the number of GPUs. Each GPU performs part of the
computation. Sending the data to the GPU can be pipelined but it
has little effect on the performance since the percentage of commu-
nication is much higher than the computation.

4.2 SemCache++ Directives
SemCache++’s API for identifying which computations a task

needs is similar to the API defined in SemCache [2], extended
to support multiple GPUs. SemCache++ requires that the pro-
grammer to specify the number of GPUs using the API method:
SemCacheDeviceSelect(devicesNumber,deviceIds).
As in SemCache, readGPU is used to indicate to SemCache++
that a region of memory (in this case, a submatrix) will be read
during a GPU task; the only difference is that in SemCache++, the
GPU that will read the submatrix must be identified. Analogously,
writeGPU is used to indicate that a submatrix was modified by
a particular GPU after a task, potentially triggering invalidation of
the submatrix on other GPUs or on the CPU.

Because it is common to distribute the entire matrices at once,
SemCache++ also provides aggregate versions of readGPU and
writeGPU that operate over a whole matrix, decomposing and
distributing the matrix across the GPUs. These aggregate functions
automatically decompose a matrix into multiple submatrices and
distribute the submatrices by rows or columns to the GPUs. If the
submatrix requires further decomposition, it is decomposed into
N

2 submatrices. Different decomposition and distribution algo-
rithms exist in SemCache++. Since the decomposition algorithms
are not tightly coupled with SemCache++, new algorithms can be
easily defined and used. DecomposeRow and DecomposeCol

1 SemCacheDgemm (TRANSA, TRANSB,M, N, K, ALPHA,
2 A,LDA, B , LDB, BETA, C ,LDC) {
3 / / A s t o r e d on CPU i n memory range [A , A+(M⇤K⇤8) )
4 / / A w i l l be decomposed and s e n t t o m u l t i p l e GPUs , i t s

s t a t e w i l l be " S "
5 en t ryA = readGPU (A, M, K, DecomposeRow )
6
7 / / B s t o r e d on CPU i n memory range [B , B+(K⇤N⇤8) )
8 / / B w i l l be decomposed and s e n t t o m u l t i p l e GPUs , i t s

s t a t e w i l l be " S "
9 en t ry B = readGPU (B , K, N, DecomposeCol )

10
11 / / C s t o r e d on CPU i n memory range [C , C+(M⇤N⇤8) )
12 / / I f BETA!=0 , C w i l l be decomposed and s e n t t o m u l t i p l e

GPUs , i t s s t a t e w i l l be " S "
13 en t ry C = readGPU (C , M, N, DecomposeRow )
14
15 f o r e a c h GPU{
16 f o r e a c h s t r e a m {
17 / / Per form c o m p u t a t i o n on s u b m a t r i x
18 cublasDgemm ( s t ream ,
19 TRANSA, TRANSB, A t i l e s , B t i l e s , K, ALPHA,
20 en t ryA . subRecord . gpu_s ,LDA,
21 en t r yB . subRecord . gpu_s , LDB, BETA,
22 en t r yC . subRecord . gpu_s ,LDC)
23
24 / / I s s u e s y n c h r o n i z a t i o n e v e n t f o r s u b m a t r i x C
25 cudaEven tRecord ( en t r yC . subRecord . sync_even t , s t r e a m ) ;
26 }
27 }
28 / / C was w r i t t e n by cublasDgemm
29 / / Each C b l o c k s t a t e w i l l be upda ted t o GPU o n l y "G"
30 writeGPU (C , M, N, DecomposeRow )
31 }

Figure 5: Pseudocode of SemCache++ matrix multiply
(DGEMM)

distribute submatrices by rows and columns, respectively. Figure 5
shows how these aggregate functions can be used to manage sub-
matrices for matrix multiply.

Inside the readGPU call, a lookup in the caching directory is
performed using the start and end address on the CPU and the trans-
lation record is returned if found. If data does not exist on the GPU,
the matrix is decomposed using the specified decomposition algo-
rithm and sent to multiple GPUs asynchronously as described pre-
viously. If data already exist on the device, each submatrix record
is inspected as follows: If a submatrix already resides on the des-
ignated GPU, no communication is necessary. If the submatrix is
not valid or not on the designated GPU, a synchronization event
is issued to ensure that the submatrix is up-to-date, communica-
tion is performed and the directory state is updated appropriately.
readGPU also page-protects the CPU page(s) containing the ma-
trix as read-only, as discussed in Section 3.3.

Pinned memory is used to allow overlapping transfers to multiple
devices in parallel, it also allows concurrent communication in both
direction on Fermi GPUs. Pinned memory allocates page-locked
(non-swappable) memory which enables a DMA on the GPU to
request transfers to and from the host memory without the involve-
ment of the CPU.

Once all the data is transferred, the individual tasks are executed.
Note that all of these kernel invocations occur asynchronously, and
hence can be executed simultaneously (there are no dependences
in DGEMM). However, because subsequent library calls might use
the matrix C, after each task that computes C, cudaEventRecord
is called on the submatrix’s synchronization event so that later tasks
wait until the submatrix is computed.

Finally, writeGPU changes the state of all C submatrices to
GPU modified (G). To ensure that CPU accesses to C wait until
the computation is complete and then transfer data back from the
GPUs, writeGPU changes the page protection on C to no access.
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regions of the physical system. Figure 9 shows the three
meshes after partitioning, as seen from the various colors.

(a) Example of a Partitioned Cube
Mesh

(b) Example of a Partitioned Rocket
Mesh

(c) Example of a Partitioned Stargrain
Mesh

Figure 9: Visualization of Finite Element Mesh
Models

6.1 Cost model validation
To validate our cost model, a set of 500 randomly generated
coupling trees was used to represent a sample of the entire
space of coupling trees. These trees are created by start-
ing with all subdomains in separate subtrees and randomly
selecting two subtrees to be coupled together until the full
tree is obtained. Note that this random coupling means that
occasionally two subdomains that do not share an interface
will be coupled. This schedule is mathematically and seman-
tically correct: the final solution will be computed correctly.
Nevertheless, such coupling orders are nonsensical from a
performance perspective, as there is no benefit in reduced
work to be gained from coupling subdomains that are not
adjoining.
The rocket input shown in Figure 9(b), partitioned into a

32 subdomain mesh (as a sample input), was used to explore

the space of trees. Figure 10 illustrates the correlation of
our cost model with the actual runtimes for solving the 32
subdomain mesh on single and multiple threads. For various
number of cores, actual runtimes are plotted against the
projected cost of the corresponding trees. The results show
that the correlation between the projected cost and expected
runtime has an average correlation coe�cient of 0.77–0.85
for single and multiple threads. We estimate the parallel
costs using the same sequential model. We justify that the
parallel runtime correlates with total work during parallel
execution. Although we see that correlation does decrease
for higher number of threads, our cost model does strongly
reflect the execution time of the TreeSolve code. For the
remaining test inputs, the cost model shows similar results
with high correlation.

(a) 1 Core (b) 2 Cores

(c) 4 Cores. (d) 8 Cores.

Figure 10: Rocket: Cost vs Runtime Correlation of
500 Random Trees

6.2 Performance comparisons
We next compare the execution times for running our heuris-
tics on our three testing inputs. Given each partitioned
mesh, our heuristics generate new coupling orders to solve
each problem, subject to multiple timescales. In addition
to our domain-specific heuristic DS, we evaluate the cost-
agnostic tree CA and the Default DT, which is based on the
initial METIS numbering. As described in Section 4.2, DT
serves as a baseline; the initial coupling schedule produced
after METIS is used to partition the initial mesh into sub-
domains. This coupling schedule also serves as the input
to our inspector-executor system. CA uses a top-down ap-
proach to produce a new tree, but does not incorporate the
domain-specific cost models, while our DS heuristic refines
the top-down approach by incorporating knowledge of leaf
solve and coupling costs. For each input, we evaluate all
three schedules.
Figure 11 shows a CDF of the runtimes for running the

32 subdomain rocket input for various numbers of threads.
We compare the execution times of DS, CA, and DT, along
with the 500 randomly generated trees for single and mul-
tiple threads. Here we observe that DS outperforms all the
trees that we tested and we achieved a significant speedup
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(a) BN: 36552 elements (b) NF: 28960 elements

(c) DF: 42800 elements (d) CF: 100720 elements

Figure 8. Input meshes used for evaluation: (a) BN: Beam with a notch (same as Figure 1 zoomed in at the
notch where the red colored elements represent the small time-step domain); (b) NF: One-eighth symmetric
section of a cube with a needle shaped inclusion; (c) DF: One-eighth symmetric section of a cube with a
disk shaped inclusion; (d) CF: Cuboid constructed by joining three cubes end-to-end, containing two needle

shaped and one disk shaped inclusions.

the runtime decreases up to a certain limit after which it starts to increase again. This is because
the cost of solving a subdomain is of order n2 and with large subdomain size (fewer number of
subdomains), the runtime is very high. On the other hand, with small subdomains, the resulting
interface size between the subdomains is comparable to the size of the subdomains themselves,
which leads to more time spent on coupling operations at the interface, hence overall poor
performance.

Another factor that controls the runtimes is the timescale ratio between the higher and
lower timescales. The relationship between number of subdomains and timescale ratio is very
unpredictable. This can be observed from sudden increases and decreases in runtimes, especially
in the NMETIS case. For example, in the case of NMETIS with less number of subdomains, small
sized elements end up in each of the subdomains, resulting in timescale ratio of 1, i.e., running
the entire problem at the lower timescale. With large number of subdomains, the timescale ratio is
high, leading to fewer TreeSolve calls but also a large number of elements at the lower timescale.
Since lower timescale subdomains have to be solved multiple times (depending on the timescale
ratio m) for each call of TreeSolve, the runtime is usually high. However, in some cases, further
increasing the number of subdomains does not significantly increase the timescale ratio but reduces
the runtime at lower timescales through addition of more subdomains. With this erratic behavior, it is
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struct lulesh_context:public

context<lulesh_context>{

// Step Collections

step_collection<compute_dt>

step_compute_dt;

step_collection<reduce_force>

step_reduce_force;

...

// Item Collections

// per node items

item_collection<pair,vector>force;

item_collection<pair,vertex>position;

item_collection<pair,vector>velocity;

// per element items

...

// Tag Collections

tag_collection<pair>iteration_node;

tag_collection<pair>iteration_element;

tag_collection<int>iteration;

...

// Producer Dependencies

step_compute_dt.consumes(dt);

...

// Consumer Dependencies

step_compute_dt.produces(dt);

...

Figure 3: LULESH CnC Specification

tiling help alleviate the e�ects of excessive synchronization
and scheduling costs without modifying the underlying pro-
gram semantics. Although CnC has built-in tuners, almost
none of these tuners alter the organization of the algorithm
itself; most tuners operate at a much lower level to benefit
the CnC runtime with things like memory usage, garbage
collection, serialization/synchronization, and thread man-
agement. The closest alternative is the tag-range tuner, but
it cannot handle step fusion and other optimizations such as
removing redundant get operations from shared dependen-
cies. The e�ects of our fusion and tiling techniques comple-
ment the back-end tuners provided in CnC. In the following
sections, we explore the legality of fusion and tiling and how
each technique a�ects performance in LULESH application.

3.2 Step Fusion
Step fusion is an e�ective way to serialize multiple steps in

a CnC program without altering the computation. The pri-
mary restriction on fusion is that steps remain “step-like”—
conceptually, once a step receives all of its inputs, it must
be able to run to completion.

Given multiple step collections, these steps can be legally
fused if and only if both step collections are prescribed using
identical tags and all dependencies between fused steps are
computed in previous steps generated by the same tag. Step
fusion is illegal for steps prescribed from di�erent tags, or if
the resulting fused step would become a coroutine—in other
words, if the execution of the step would require interleaving
with another step, violating the step-like property.

In certain cases, data dependencies may come from step
instances generated by di�erent tags, such as a reduction
operation, where a current step needs recently computed

data from multiple instance of a previous step. Fusion is
not legal between these two steps because we only serialize
the computation for step instances of a single tag, not all
instances of a previous one. When multiple steps are fused,
data dependencies that exist between fused steps can be
expressed as temporary data in the new step computation.
The set of get data which are consumed from from each
step fused are unioned to form a new set of dependencies
for the fused step. In the collection space, it reduces the
number of items in the step collections, but the number of
data dependencies will likely increase per step.

Figure 4: Fused LULESH Algorithm

We are able to apply step fusion in the CnC-LULESH
program to reduce the number of step collection items from
13 to 5. Figure 4 highlights the steps in the algorithm where
it is legal to fuse step collections. The leftmost node, Com-
pute Delta Time requires its own space of tags per iteration
due to the delta time calculation. The other steps are ei-
ther in the nodal iteration space (red) or element iteration
space (blue/green), each requiring separate tag collections.
All the steps corresponding to the node tags, and most of
the steps associated with the element tags can be fused.
The two independent partial force calculations, shown in
green, can be fused because they are independent and use
the same element tags. They cannot be combined with the
steps highlighted in blue even though they share the same
tags because the force calculations depend on a delta-time
calculation that is a global check that occurs at the begin-
ning of each iteration and has a separate tag. The spatial
computations that are prescribed by node tags can all be
fused, reducing the three node steps into a single step, high-
lighted in red. For the rest of the element computation,
fusion can reduce the remaining 6 element routines into 2
fused routines, as shown in blue in Figure 4. During the the
viscosity step, there is a gather operation that requires data
dependencies computed in a prior step using multiple di�er-
ent tags, implying a synchronization barrier and preventing
those steps from legal fusion.

Initially, we believed using the consumer/producer depen-
dencies expressed in the CnC specification would be su�-
cient to determine the legality of step fusion. However, that
itself is not enough because of there can be cases where de-
pendencies span across multiple instances of the same step
prescribed from di�erent tags, such as the element viscosity
operation. Data items in CnC programs are written and
read in an atomic fashion, thus naturally enforcing synchro-
nization between dependencies. Step fusion alters execution


