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Hierarchical Programming Models

DEGAS

Goal: Programmability of exascale applications while providing scalability, locality, energy efficiency, Goal: Manage massive parallelism, deep memory and network hierarchies, plus functional
resilience, and portability and performance heterogeneity
* Implicit constructs: parallel multidimensional loops, global distributed data structures, adaptation for P e ; 3 3
, * Parallelism: generate code that exploits massive task and data parallelism
performance heterogeneity DEGAS works to enable the broad success .

F . : Heterogeneity: tailor compilation to core functional & performance characteristics
* Explicit constructs: asynchronous tasks, phaser synchronization, locality

Novelty: High-level constructs for Hierarchical PGAS (H-PGAS) Of Exascale SYStemS th l’Ough P | lllllfled * Energy efficiency: minimize data movement and support runtime adaptation
« Hierarchical distributed data structures TS g I h . . * Programmability: manage details of data layout, heterogeneity, and resilience
» Hierarchical pointers §%§ > g(% %%%%%g 6 pl’ogl’ammlng model that is pl‘oductlve, * Scalability: hide communication and synchronization costs using asynchrony
. 4 : PN § e IS : :

* Parallel multidimensional loops TS PRI = Novelty: Map Hierarchical PGAS (H-PGAS) onto Exascale platforms
* Mutual exclusion and resilience through isolation and containment $ g}%’s i 53 vt é%?:;;?% Scalable’ portable’ Illtel'()pel'able, a“d * Model-guided code generation for heterogeneous cores “C shadow”
* Semantic guarantees for concurrency bugs SSSSPEEESSS meets the unique Exascale demands ()f * Integrated support for locality, resilience, heterogeneity, C—> w
Two languages demonstrate DEGAS programming model ddlsd dasad and adaptivity | | @
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* Hierarchical Co-Array Fortran (CAF): CAF for on-chip scaling and more e“ergy eﬁICIenCy alld I'GSIlleIICe. e Communication Avoiding (CA) strategies e

* Habanero-UPC: Habanero’s intra-node model with UPC’s inter-node model

:  Dynamic code generation for distributed data structures
Language-independent H-PGAS Features:

¥ PRI : . ) alization for hybrid (task/loop) e Leverage: Compiler infrastructures and code generation
® lerarcnical aistriputed arrays, asyncnronous tasks, and compliier specialization 1or ri as (0]0) arallielism
| U e = 4 e  ROSE for H-CAF and CA; BUPC and Habanero-C
and heterogeneity
¢ Semantic guarantees for deadlock avoidance, determinism, etc. * Python interpreter, SEJITS, and possibly ROSE for PyGAS

 Theory of CA-algorithms

“A shadow” A
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* Asynchronous collectives, function shipping, and hierarchical places

* End-to-end support for asynchrony (messaging, tasking, bandwidth utilization through concurrency) DE, QS O
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Early concept exploration for applications and benchmarks ‘)_"er Jff.",.)\)f.'df.'..\)
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Energy/Performance Introspection for the Policy Engine @ Hierarchical Programming Models (e PGAS opplications \
Challenge: C ~ 4 * Applications should be able to customize resilience to their needs Application Resilient UPC
S U : : : o Ol h  Resilient runtime that provides easy-to-use mechanisms oSGz aRRICUCIE
* Policy engine needs real-time information on system energy and performance in order to make good scheduling E c ) P y recovery
decision NVIDIA C2050 (Fermi) S ‘oo Communication-Avoiding Compilers g Containment domains: Prototype abstraction for resilience containment |
Approach: o e ‘Lh = I.E L ) Q * PGAS resilience consistency model DE(%I:\S
* Collect and distill performance/energy/timing data | g | N = « Directed and hierarchical preservation Resilience E/fsgsnt PGAS |
* Identify and report bottlenecks through summarization 512 Va O 7 . : Research
, , _ _ - ~ — c . Q » Allows for global and partial/localized recovery Areas N
* Provide mechanisms for autonomous runtime adaptation 256t 71 ootmm— > 0o Adaptlve Interoperable Runtimes o B e T T e el eection Ees"{e"t |
Novelty: 128 T e G S —— ool l ) "~ ’ untime
. T g | o elision, and recovery
* Provides monitoring of power / network utilization 64 b Q - ~ L : h d . Hybrid : Durable State |
* Uses Machine Learning to identify common characteristics R2+—T—156 ~ I.I:.I LightWEight One-Sided e":’er:g:. irlqr:[?cprtl)ac (:)S I?(n :xtpertlse TR L
: : : . | 75¢ Stenci * Fast checkpoints tor large bulk updates
Manages Resource including dark silicon 16 ] — e Communication .
Leverage: - e’ 12 | | L1 | 1 | 8 ) Journal for small frequent updates Leg?_cy MP! §yst|em ;
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e Roofline formalism — \ OS-level save and restore
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DEGAS Software Stack

e BUPC and Habanero-C runtimes a8 12 16

Cores Active

ARTS: Adaptive Runtime System — Lightweight One-Sided Communication
Goal: Adaptive runtime for manycore systems that are hierarchical, heterogeneous and PyGAS Habanero-UPC H-CAF Goal: Maximize bandwidth use with lightweight communication \
provide asymmetric performance * One-sided communication: to avoid over-synchronization
* Reactive and proactive control for utilization AR e SET PR SEITS ROSE * Active-Messages: for productivity and portability
e Hybrid programming and fine grained asynchrony support * Interoperability: with MPI and threading layers
* Library interoperability support by sharing of hardware threads A Y AT I TN LT SN el it Novelty:
Novelty: Dynamic Resilience Support - Containment Domains + BLCR * Congestion management: for 1-sided communication with ARTS
* Runtime annotated with performance history/intentions for adaptation (;:sr:gr:' . _ * Hierarchical: communication management for H-PGAS
 Performance models guide runtime optimizations, specialization ARTS - Adaptive Run-Time 3ystem * Resilience: globally consist states and | L I[ o e
e Hierarchical resource management _InfiniBand - 8 byte Msg Throughput he R " Comm:;gg fine-grained fault recovery e |, [ e ) forse ]
* Tunable control: Locality / load balance gZZ oo N +"yb D Leverage: GASNet extended as above
Leverages: Existing runtimes %:Z i L Task Dispatch Hardware Threads * Major changes for on-chip interconnects “
* Lithe scheduler composition; Juggle § — ﬂ*_i 5X ?/ Accelerator Cores General Purpose Cores Netwo:qutemce el >y usecin produFtion Q Ig Q I%' I_'"

e Enabler of several research projects
Each network has unique opportunities |_' I_ I I l I Py l mermory | Others I

‘ Activities funded outside of DEGAS
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